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Abstract

A well-known problem with large lan-
guage models is the difficulties and costs
associated with updating them with new
or context-specific information. One
way to deal with this problem is to use
Retrieval-Augmented Generation (RAG)
[1]. This report examines the impact
of using RAG on large language mod-
els when answering context-specific ques-
tions regarding content on a website.
RAG is applied to two generative mod-
els, Llama-2-13b-chat and Mistral-7b-
Intruct-v.02, to answer pre-written ques-
tions about the content on a website
(https://quotes.toscrape.com/page/1). The
study compares the performance from
these models using RAG with gpt3.5-
turbo answering the same questions with-
out RAG. The generative models were
combined with two different embedding
models, paraphrase-distilroberta-base-v1
and intfloat/e5-base. The result showed
higher scores for exact match, F1 and
semantic similarity when answering the
questions using RAG compared to with-
out, despite gpt3.5-turbo being a larger
model than Llama-2 and Mistral. The
best-performing setup was Mistral as the
generative model and intfloat/e5-base as
the embedding model. The code is
available at https://github.com/
rikardradovac/RAG

1 Introduction

Recent years have witnessed a surge in the de-
velopment of generative models within the field
of machine learning. Among these, generative
language models have gained significant atten-
tion. These models, commonly referred to as

Large Language Models (LLMs), leverage statis-
tical methods to process extensive datasets dur-
ing their pretraining phase. This pretraining en-
ables LLMs to recognize and replicate textual pat-
terns, thereby equipping them with the capability
to generate contextually relevant text in response
to user inputs. The designation of these mod-
els as ”large” stems not only from their substan-
tial parameter count but also from the depth and
breadth of their training data. They are typically
trained on large amounts of textual data available
on the web, often gathered through web crawl-
ing [2]. Prominent examples of LLMs include the
family of GPT, BERT, and LLama-based models,
which have markedly surpassed the capabilities of
their predecessors in a very short amount of time
[3][4][5][6].

Despite these advancements, LLMs are not
without their challenges. Of them, some concern
risks such as difficulty in ensuring privacy, the use
of them in frauds, and the environmental impact of
the extensive computational resources [7][8]. An-
other notable concern is the cost associated with
continually updating these models with the latest
information [9]. This is particularly crucial for
time-sensitive tasks such as high-frequency trad-
ing, where the integration of the most recent fi-
nancial news into the model is imperative. Un-
fortunately, the cost of updating LLMs escalates
in proportion to their size, presenting a significant
hurdle given their extensive parameterization [3].
Another issue that has sparked widespread discus-
sion is the phenomenon of hallucinations in LLMs
[10]. These hallucinations manifest as statements
that are inaccurate, misleading, or entirely fabri-
cated, yet presented with a veneer of credibility.
This occurs because LLMs, being statistical, lack
an intrinsic understanding of truth or factual accu-
racy, leading them to occasionally generate con-
vincing but false content.

To address these limitations, an increasing num-
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ber of generative models are incorporating re-
trieval mechanisms, specifically through the im-
plementation of retrieval heads. These enhanced
models, known as Retrieval Augmented Genera-
tive (RAG) models, utilize a retrieval head to sift
through their extensive knowledge bases, identify-
ing text that is most relevant to a given prompt [9].
This process typically involves a similarity assess-
ment, often using measures like Cosine similarity,
to gauge the relevance between the user’s prompt
and the information available in the knowledge
base [11]. Unlike traditional models that primar-
ily rely on grammatical patterns and pre-trained
data, RAG models focus on fetching factual con-
tent [9]. This content, predominantly comprising
factual descriptions of events, can be dynamically
added to the knowledge base, allowing for contin-
ual expansion and update of the information repos-
itory. Such a feature is particularly advantageous
as it ensures that the model can access and pro-
vide information that was not included in its initial
training phase [12]. This capability to retrieve and
integrate up-to-date factual data in real-time has
significantly enhanced the utility and applicability
of these models. They have become invaluable as-
sets in fields where accuracy and timeliness of in-
formation are crucial, effectively bridging the gap
between static pre-training and the dynamic nature
of real-world information.

1.1 Problem statement

The purpose of this report is to investigate the
impact of integrating Retrieval-Augmented Gen-
eration (RAG) into large language models for
context-specific question answering.

However, to examine this impact, there are
several aspects to consider. In this report, the
focus is on quantitatively measuring if the incor-
poration of RAG on language models can lead to
a statistically significant increase in the overall
accuracy of question answering concerning con-
tent on a website. Specifically, the investigation
aims to determine if a smaller model using RAG
can outperform a larger model not using RAG.

Another important aspect to consider when
investigating if a smaller model can outperform
a larger one centers on the exploration of how
various embedding models affect performance
when integrated with the RAG model for context-

specific question answering. This analysis aims
to identify the nuances in performance and
interaction between embedding models and
RAG, contributing to the optimization of model
combinations for improved effectiveness.

Furthermore, an additional influencing factor
is the impact of the generative model on the
accuracy of context-specific question answering
when used in conjunction with RAG. The purpose
of this is to find insights into different models’
suitability for context-specific question-answering
scenarios when integrated with RAG, to find the
best-performing combination.

This culminates in the formulation of the
following three research questions:

Research Questions
• Can the incorporation of RAG lead to a statis-

tically significant increase in the overall accu-
racy of question answering regarding specific
content on a website?

• How do different embedding models affect
the performance when integrated with the
RAG model for specific question answering?

• How do different generative models impact
the accuracy of specific question answer-
ing when used in conjunction with the RAG
model?

1.2 Limitations
• Only two different embedding models and

two different generative models will be used.

• Only one website was used to measure the
performance of RAG.



2 Theory

This section briefly presents the theory behind
transformers, attention, the encoder and decoder,
sentence embeddings, the rag-model, quantization
as well as the evaluation metrics later used in the
report.

2.1 Transformers
The Transformer is a neural network architecture
used in the field of sequence-to-sequence learn-
ing [13]. Unlike traditional models that rely on
recurrent neural networks (RNNs) and convolu-
tional neural networks (CNNs), the transformer is
built solely on attention mechanisms, allowing it
to capture dependencies across input and output
sequences without the need for sequential process-
ing.

The Transformer is designed with a structure
that uses identical stacks of layers, where the
input sequences are processed through the en-
coder, and the output sequences are generated au-
tonomously by the decoder [13]. The architecture
is shown in Figure 1. The innovation at its core
revolves around the attention mechanism, specifi-
cally adopting the multi-head attention approach.

Figure 1: Example of a figure.

The attention mechanism, responsible for map-
ping queries and key-value pairs to an output, in-

volves weighted sums of values based on the com-
patibility between queries and keys [13]. The
Transformer adopts the ”Scaled Dot-Product At-
tention” mechanism as seen in 2, which enables
the model to weigh the importance of different ele-
ments in the input sequence when generating each
element in the output sequence.

Figure 2: Scaled Dot-Product Attention.

The Multi-Head Attention as seen in Figure 3
further elevates the model’s capabilities by pro-
jecting queries, keys, and values into distinct sub-
spaces, performing parallel attention, and merg-
ing the outcomes [13]. This method empowers the
model to collectively focus on information across
varied representation subspaces, thereby enhanc-
ing overall performance.

2.2 Sentence Embeddings

Sentence embedding is a technique in Natural
Language Processing (NLP) that represents sen-
tences as fixed-length numerical vectors, allow-
ing computers to comprehend and process their se-
mantic meaning [14]. This allows textual analysis
of cosine similarity, which quantifies the similarity
between two vectors within an inner product space
[15]. The score is determined by whether the angle
between the vectors are aligned in the same direc-
tion. Unlike word embedding, which focuses on
individual words, sentence embedding condenses
entire sentences into a single vector.



Figure 3: Example of Multi-Head Attention. [13]

2.3 RAG

The Retrieval-Augmented Generation (RAG)
model represents an architecture that integrate
pre-trained parametric and non-parametric mem-
ory to promote language generation capabilities
[1]. In its structure, the pre-trained sequence-
to-sequence model uses parametric memory, with
non-parametric memory relying on a dense vec-
tor index accessed through a pre-trained neural re-
triever.

The retriever uses cosine similarity scores to
retrieve relevant information from the database,
where text embeddings are stored as indices. This
retrieval process is initiated by comparing the ini-
tial query or question to all entries in the database.
The top k entries, determined by their cosine simi-
larity scores, are then integrated into the language
model as context. An outline for the architecture
is depicted in Figure 4. The provided context is
then used to supposedly generate a more suitable
answer to the query in question.

2.4 Evaluation Metrics

The foundation for evaluating a question-
answering (QA) system lies in the metrics
associated with the reader and retrievers [16].The
contrast in functions between the reader and re-
triever emphasizes the need for distinct evaluation
metrics. When evaluating the reader node, the
retrieval process is overlooked, and the reader

Figure 4: Example of Retrieval Augmented Gen-
eration (RAG)

receives the document containing the answer span
directly. The evaluation can then be carried out
using various metrics such as Exact match, F1
Score, Semantic Answer Similarity etc.

The exact match (EM) is used as an exact met-
ric, examining the precision of the predicted an-
swer by requiring an identical match with the cor-
rect answer. For example, even a slight devia-
tion in wording results in a zero EM score. How-
ever, the F1 score takes a more tolerant approach,
measuring word overlap between predicted and la-
beled answers. This metric is more forgiving re-
garding the similarity of two answer strings.

Semantic Answer Similarity (SAS) stands out
in the evaluation of QA systems, as it mitigastes
the constraints associated with conventional met-
rics. Unlike F1 and EM, SAS uses a Transformer-
based cross-encoder architecture to assess seman-
tic similarity between answers, disregarding lexi-
cal overlap. This inovation allows for a more com-
prehensive evaluation that captures equivalence
between answers that may differ in tokens. The
use of SAS in the evaluation process enhances the
system’s ability to understand and respond to user
queries in a more semantically meaningful way.



3 Method

The method section outlines the steps taken to cre-
ate the material needed to analyze the performance
of question answering using RAG. These steps in-
clude the initial data collection and preprocessing
stages, the model architecture selection, and eval-
uation metrics.

3.1 Data

The data that the RAG algorithm re-
trieves from was scraped from the website
https://quotes.toscrape.com/page/1/. This website
contains quotes from, and information about,
famous authors. The choice to use this website
was because the content was easy to access and
it was possible to create specific questions that
should be easier to answer for a model with access
to this exact information. This data was embedded
in two different ways, firstly using the sentence
transformer paraphrase-distilroberta-base-v1 and
secondly using intfloat/e5-base. The embedded
text was then stored in Pinecone.

To be able to evaluate how well the models per-
form, two test sets were made with questions and
answers from the scraped website. The first test
set is made up of 102 questions and the second is
made up of 233 questions. These questions were
made with the intention of them being easier to
answer for a model with specific knowledge about
the content on the web page and harder for a model
with just general knowledge. In table 1, the first
five questions from the second test set are shown.

(a) Average word lengths
per document

(b) Vocalbulary size per
document

(c) Character count per
document

(d) Named entity distribu-
tion for all documents

Figure 5: Data analysis for the texts

Furthermore, to provide a comprehensive in-
sight into the data we performed data analysis
showcased in Figure 5. We chose to analyze vo-
cabulary size, average word lengths, word count,

Q & A
Who said, ”The world as we have created it is
a process of our thinking”?
Albert Einstein
According to J.K. Rowling, what reveals what
we truly are?
Choices
How does Albert Einstein suggest one can live
their life?
Two ways: as though nothing is a miracle or as
though everything is a miracle
What does Marilyn Monroe consider beauty
and genius?
Imperfection, madness, and being absolutely
ridiculous
According to Albert Einstein, what should one
aim to become rather than a man of success?
Man of value

Table 1: Famous Quotes and Their Authors, data2

and named entity types to gauge the complex-
ity of the documents, as well as how they differ
from each other. In this case, the distributions tell
the story of a homogenous set of documents set
of documents with low deviations in characteris-
tics among documents. Moreover, the entity types
that are the main subject of the question while
quizzing the RAG, belong mainly to real-world
entities such as persons, dates, and organizations,
rather than more abstract concepts such as events
or ideas.

3.2 RAG

Two different models were used for answering
the questions with RAG, Llama-2-13b-chat-hf and
Mistral-7B-Instruct-v0.2. These two models were
chosen because they had relatively high MT-bench
scores and fewer parameters than gpt-3.5-turbo
which was chosen as a larger LLM to compare the
results with.

To determine which prompt to send to the mod-
els, different prompts were tried out on chatGPT.
The goal with the prompt was to make the model
answer the questions in a similar way to the an-
swers in the test sets. These answers are short and
concise, often consisting of only one word, intend-
ing to make the evaluation easier. A problem en-
countered here was that chatGPT often answered
with unnecessary words, for example by repeating
the question in the answer. On the other hand, if



Prompt Templates
Llama Template
[INST] <<SYS>> Answer the question
based on the context below. Keep the
answer short and concise. Respond
"Unsure about answer" if not sure
about the answer. Do not provide
any prefix, simply write out the
answer. {context}. <</SYS>> question:
{question}[/INST]
Mistral Template
<s>[INST] Answer the question based
on the context below. Keep the
answer short and concise. Respond
"Unsure about answer" if not sure
about the answer. Do not provide any
prefix, simply write out the answer.
{context}. question: {question}[/INST]
OpenAI Template
You are a helpful assistant. You
answer questions in a short, concise
and informative way. Respond "Unsure
about answer" if not sure about the
answer. Do not provide any prefix,
simply write out the answer. question:
{question}

Table 2: Prompt Templates

given a too strict prompt, for example to answer
as short as possible, some important information
was left out. Therefore, the prompt could not be
too strict nor to loose about the length of the an-
swers. The prompt also needed to include some-
thing about what the model should do if it was not
sure about the answer, to avoid hallucinations. The
resulting prompts can be seen in table 2.

3.3 Evaluation metrics

Three different evaluation metrics wtheysed, to get
a more comprehensive idea of the models’ per-
formances. These evaluation metrics were ex-
act match, F1 scores, and semantic similarity
scores(STS). An independent embedding model
was used to calculate the similarity scores to
keep the results unbiased. The model used was
sf model e5, since this model had a high STS rank
[17].

In the evaluation of embedding models, they
were compared using the same generative model
separately for Llama2 and Mistral. This was done
respectively on both the two different datasets.

The evaluation of generative models consisted
of comparing the two embedding models paired
with the Mistral and comparing it to the two em-
bedding models paired with the Llama2. Each
comparison was done on both two datasets. An
overall best GPT and embedding model could then

be determined as an overall best model according
to the evaluation metrics.

The overall best model could then be used to be
compared to an even bigger LLM for comparison
of the use of Retrieval Augmented Generation and
no RAG.



4 Result

The results of the runs are presented in this sec-
tion. A more extensive display of results can be
seen in appendix.

Comparing the embedding models
Mistral-7B Exact match F1 score Similarity Score
e5 and data1 0.3786 0.5656 0.7299
e5 and data2 0.2886 0.5672 0.7543
paraphrase data1 0.3286 0.4957 0.7179
paraphrase data2 0.1000 0.4514 0.6810

Table 3: Embedding models compared on Mis-
tral7b

Comparing the embedding models
Llama-2 Exact match F1 score Similarity Score
e5 and data1 0.2943 0.4858 0.6638
e5 and data2 0.2357 0.4834 0.6647
paraphrase data1 0.2429 0.3843 0.6396
paraphrase data2 0.1143 0.4424 0.6574

Table 4: Embedding models compared on Llama2

Comparing the GPT models
Mistral-7B Exact match F1 score Similarity Score
e5 and data1 0.3786 0.5656 0.7299
e5 and data2 0.2886 0.5672 0.7543
paraphrase data1 0.3286 0.4957 0.7179
paraphrase data2 0.1000 0.4514 0.6810
Llama-2 Exact match F1 score Similarity Score
e5 and data1 0.2943 0.4858 0.6638
e5 and data2 0.2357 0.4834 0.6647
paraphrase data1 0.2429 0.3843 0.6396
paraphrase data2 0.1143 0.4424 0.6574

Table 5: Scores for Mistral and Llama2 on the two
embedding models

RAG vs NO RAG
Mistral-7B Exact match F1 score Similarity score
e5 and data1 0.3786 0.5656 0.7299
e5 and data2 0.2886 0.5672 0.7543
3.5 TURBO Exact match F1 score Similarity Score
data1 0.0089 0.2135 0.4129
data2 0.0030 0.1546 0.3310

Table 6: Scores for Mistral with RAG paired with
e5 compared to OpenAi ChatGPT 3.5 Turbo with-
out RAG

5 Discussion

Evaluating various models, such as embedding
models and generative models, including the com-
parison between using and not using Retrieval-
Augmented Generation (RAG), provides valuable
insights into the effectiveness of different configu-
rations.

In the evaluation of the embedding models,
as seen in Table 3 and Table 4, the intfloate5-
base consistently outperforms the paraphrase-
distilroberta-base-v1 in terms of exact matches,
F1 scores, and similarity scores, regardless of
the generative model used. This indicates that
the intfloate5-base sentence transformer is more
proficient at capturing the nuances and style of
the provided quotes and is capable of reproduc-
ing more contextually accurate and coherent re-
sponses. This shows the importance the selection
of an embedding model can have in the predictive
capabilities of different language models.

In the comparison of generative models, as seen
in Table 5, Mistral consistently emerges as the
more effective model across various datasets and
embedding models, showcasing superior perfor-
mance in terms of exact matches, F1 scores, and
similarity scores when compared to Llama2. This
superiority could be attributed to Mistral’s archi-
tectural nuances and possibly its training data, en-
abling it to better understand and reproduce the
complexity of language specific to the domain of
famous quotes.

Among the models examined, the standout
performer is the setup that uses the intfloate5-
base sentence transformer model paired with the
Mistral-7B generative model. This model con-
sistently achieves the highest scores in terms of
all metrics, demonstrating the significant impact
of combining a generative model, specific embed-
ding choices, and the benefits of RAG in generat-
ing data-based responses.

In terms of generative versus retrieval-
augmented approaches, the findings suggest that
models that incorporate retrieval mechanisms
outshine general generative models. This is evi-
dent in the comparison with ChatGPT, depicted
in Table 6, where the RAG models consistently
deliver much higher performance in terms of
Exact Matches, F1 Scores, and Similarity Scores,
despite the fact that the model without RAG is a
much bigger LLM in terms of parameters.

As we prefaced in the method, the data is ho-
mogenous. Thus, the results obtained may not
ring true for all types of data. Especially not
when considering different context window sizes
for the RAG model. Furthermore, it contained an
overwhelming amount of relatively easy entities to
identify, which may impact the results when its
based on more abstract concepts or ideas. How-



ever, we it is hard to conclude how difficult these
reasoning steps for these entities were.

Scoring and comparing answers written in text
can be difficult since several answers may be cor-
rect but expressed in different ways. The answers
shown in table 7 are examples of answers that
are easy to score since they perfectly align with
the manually created correct answer. All answers
in table 7 receive perfect scores on all evaluation
metrics. This was, however, not what the majority
of the generated answers looked like.

Question: What awards have Suzanne
Collins’ Hunger Games books won?

llama 2 paraphrase - The Hunger Games
trilogy by Suzanne Collins has won
several awards, including the GA
Peach Award.

True answer: The Hunger Games trilogy
by Suzanne Collins has won several
awards, including the GA Peach Award.

Question: What, according to
Friedrich Nietzsche, makes unhappy
marriages?

llama 2 e5 - Lack of friendship.
llama2 paraphrase - Lack of
friendship.
mistral 7b paraphrase - Lack of
friendship.
mistral 7b e5 - Lack of friendship.

True answer: Lack of friendship.

Table 7: Example of perfect answers

Table 8 shows an example where ChatGPT is
hallucinating an incorrect answer while Mistral
generates an accurate answer but with fewer words
than the correct one. Even though ChatGPT’s an-
swer is wrong and Mistral’s is right, the F1 score
for ChatGPT is probably not that much lower than
for Mistral. This is because Mistral did not in-
clude the word missions in its answer, which was
included in the true answer. ChatGPT did include
missions but had an incorrect number, which was
the most important part of the answer from a se-
mantic perspective, but this is not taken into con-
sideration for the F1 score.

There were also cases where some additional in-
formation, correct but unnecessary, was added to
the answer, resulting in a lower score.

Therefore, the scores for the different models
are highly dependent on the text format and word

Question: How many missions were
operated by Mother Teresa’s
Missionaries of Charity at the time
of her death?

Mistral 7b - e5-base output: 610

ChatGPT: Over 4,000 missions.

True answer: 610 missions

Table 8: Example of incorrect answer

choices used when generating the answers, poten-
tially leading to the results not completely reflect-
ing which setup is truly the best at producing log-
ically correct answers. Using human evaluation
could solve this problem, but since there were al-
most 2000 answers to score, this would not have
been possible. Another way to deal with this is
to try using different prompts and see how the re-
sults differ since the prompt highly affects the out-
look of the generated answers. The prompt can
affect how long the answers are, how formal the
language is, what style is used, and much more.
It is possible that the result presented in this re-
port would look different if different prompts were
used. However, since the semantic similarity score
reflects the underlying logical meaning of the an-
swer, this metric would probably change the least
with different prompts. This is an indicator that
the best-performing setup according to the seman-
tic similarity score would potentially be the same
for other prompts as well, but to determine this,
more experiments would have to be made.

Another aspect that may impact the accuracy of
the results is that RAG is used on one kind of
model and then compared with the results from
another kind of model. It could potentially have
been easier to answer the problem statement if
the scores for Llama2 and Mistral answering the
questions with and without RAG were compared
instead of comparing these results with OpenAI.
This approach would help isolate the effects of
RAG and minimize confounding factors intro-
duced by comparing results across different mod-
els. On the other hand, the comparison between
a model with more parameters not using RAG
and fewer parameters using RAG would have been
lost.



6 Conclusion

The results in this report support the idea that
using RAG for question answering increases the
accuracy of the answers, making it possible for
a language model with fewer parameters to out-
perform a larger one. The findings also indicate
that the choice of embedding model and genera-
tive model to use RAG on has a notable impact
on the performance. When using exact match, F1
score, and similarity score, the best-performing
setup used intfloat5 as the embedding model and
Mistral-7B-Instruct-v0.2 as the generative model.
It is possible that the outcome would differ if an-
other prompt was used or if the answers were eval-
uated by humans.

7 Future work

Some possible future work inspired by this project
includes:

• Measuring the effects of different prompts by
repeating the experiments and comparing the
results.

• Repeating the experiments but using the same
generative model with and without RAG.
This would make it possible to explore the
effect RAG has on hallucinations.

• Using a different dataset, for example, one
with time-sensitive information.
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Appendix

Exact Matches F1 Scores Similarity Scores

0.294 286 0.485 829 0.663 799

Table 9: intfloate5-base meta-llamaLlama-2-13b-chat-hf rag data.csv

Exact Matches F1 Scores Similarity Scores

0.235 714 0.483 445 0.664 694

Table 10: intfloate5-base meta-llamaLlama-2-13b-chat-hf rag data2.csv

Exact Matches F1 Scores Similarity Scores

0.378 571 0.565 584 0.729 876

Table 11: intfloate5-base mistralaiMistral-7B-Instruct-v0.2 rag data.csv

Exact Matches F1 Scores Similarity Scores

0.288 571 0.567 176 0.754 293

Table 12: intfloate5-base mistralaiMistral-7B-Instruct-v0.2 rag data2.csv

Exact Matches F1 Scores Similarity Scores

0.242 857 0.384 272 0.639 630

Table 13: paraphrase-distilroberta-base-v1 meta-llamaLlama-2-13b-chat-hf rag data.csv

Exact Matches F1 Scores Similarity Scores

0.114 286 0.442 400 0.657 408

Table 14: paraphrase-distilroberta-base-v1 meta-llamaLlama-2-13b-chat-hf rag data2.csv

Exact Matches F1 Scores Similarity Scores

0.328 571 0.495 678 0.717 858

Table 15: paraphrase-distilroberta-base-v1 mistralaiMistral-7B-Instruct-v0.2 rag data.csv

https://www.deepset.ai/blog/metrics-to-evaluate-a-question-answering-system
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Exact Matches F1 Scores Similarity Scores

0.100 000 0.451 381 0.680 959

Table 16: paraphrase-distilroberta-base-v1 mistralaiMistral-7B-Instruct-v0.2 rag data2.csv

Exact Matches F1 Scores Similarity Scores

0.008 911 0.213 458 0.412 913

Table 17: rag data.csv openai predictions

Exact Matches F1 Scores Similarity Scores

0.003 017 0.154 552 0.331 033

Table 18: rag data2.csv openai predictions
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